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Overview of the Methodology
The methodology is designed for 
detecting, exploring and interpreting
outlier patterns (anomalous) and 
repeated patterns (clusters) in large 
time-series data.
1. Preprocessing
2. Dimensionality reduction (DR)

2.1 PCA, t-SNE or UMAP
2.2 DCAE

Breathing Patterns
Nine breathing patterns for nine different 
participants where the abnormal patterns could 
be easily evidenced through the connected 
scatter plot after applying the proposed approach 
(PCA).

Introduction

Household Power Consumption
Visualization of data collected from the Individual 
Household Electric Power Consumption Data 
Set. The data was taken from 2007 alone.

Univariate 
Time Series

Multivariate 
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Problem Dimensionality Reduction Methods

PCA, t-SNE or UMAP

Deep Convolutional Auto-Encoder (DCAE)

High Dimension 2-D scatter plot


